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Abstract

Using log-likelihood statistics to compare sequence alignments, we have been able to determine alignments from multiple, unaligned, functionally related, DNA (Stormo and Hartzell. 1989. Proc. Natl. Acad. Sci. USA 86, 1183–1187; Hertz et al. 1990. Comput. Appl. Biosci. 6, 81–92) and protein sequences. In this paper, we reanalyze DNA sequences that bind the E. coli repressor LexA to demonstrate the ability of our scoring scheme to identify patterns when each sequence can contain zero or more binding sites.

The scoring formula we have used previously does not allow for insertions and deletions in the alignments. In this paper, we use large-deviation statistics to extend the scoring formula to allow for insertions and deletions. The insertion-deletion penalty of this scoring scheme depends exclusively on the observed alignment rather than on previous observations or the user’s intuition. We also describe the close relationship between our formulas and hidden markov models. Finally, we present results of applying this new scoring formula to align a set of E. coli promoter DNA sequences.

1 Introduction

Molecular biologists frequently can obtain interesting insight by aligning a set of related DNA, RNA, or protein sequences. Such alignments can be used to determine either evolutionary or functional relationships. However, unless the sequences are very similar, it is necessary to have a specific strategy for measuring—or scoring—the relatedness of the aligned sequences. If the alignment is not known, one can be determined by finding an alignment that optimizes the scoring scheme.

Various strategies have been used for scoring an alignment of multiple sequences. For example, the score can be the sum of each of the pairwise scores [1, 14]; the score can be based on the evolutionary path required for the sequences to evolve from a common ancestor [16]; or the score can be based on log-likelihood statistics [10, 20]. Each approach makes different assumptions that are relevant to which approach might be most appropriate. If the sequences are assumed to be conserved because they have not had time to completely diverge since splitting from a common ancestor, then a scoring scheme based on an evolutionary tree is appropriate.

On the other hand, our interest has been in sequence conservation due to functional constraints. Thus, our approach has been to compare different alignments according to their log-likelihood ratio, which ranks alignments according to their probability of occurring by chance without regard to how the alignments might have evolved. This log-likelihood statistic is also related to large-deviation statistics [5], information theory [7], and the thermodynamics of protein binding to DNA [4, 22].

Most scoring schemes for analyzing biological alignments are somewhat arbitrary. Log-likelihood statistics offers an objective method for scoring multiple alignments that is based solely on the observed alignment. However, the log-likelihood formula used in our previous work on determining the alignment of multiple, unaligned, functionally related, DNA [10, 21] and protein (unpublished results) sequences did not allow for insertions and deletions in the alignment. In this paper, we use large-deviation statistics to generalize our scoring formula.
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<table>
<thead>
<tr>
<th>A</th>
<th>4</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 1: An example of a matrix summarizing a DNA sequence alignment not containing gaps. On the top is an alignment of four 6-mers. Below is a matrix containing the number of times—\( n_{i,j} \)—that the indicated letter is observed at the indicated position of this alignment.

to overcome this limitation.

In this paper, we discuss three progressively more general scoring formulas, such that each version is a special case of the succeeding version. The first version is the one we have used previously to compare alignments not containing insertions and deletions [10, 21]. The second version includes the extension that allows for insertions and deletions. And the third version incorporates adjacent correlations. These three scoring formulas correspond to progressively more complicated models for describing a sequence alignment. In a similar fashion, other scoring formulas can be derived from a multitude of other models for describing alignments. Finally, we present results of using these formulas to align DNA sequences that bind the \textit{E. coli} repressor LexA and to align \textit{E. coli} promoter DNA sequences.

2 Large-deviation derivations of the Scoring Formulas

2.1 The Information Content for a Sequence Alignment NOT Containing Gaps

The first step for determining a scoring formula for an aligned set of sequences is to develop a model for describing the alignment. In this section we describe a simple model which does not contain gaps and in which each position of the alignment is considered to be independent.

Given an aligned set of \( L \)-mers (i.e., sequences of length \( L \)), summarize the alignment in an \( A \times L \) matrix (e.g., Figure 1). The \( A \) corresponds to the size of the alphabet of interest—e.g., 4 bases in the case of DNA and 20 amino acids in the case of protein: each of the \( A \) rows corresponds to one of the letters of the alphabet. The \( L \) corresponds to the width of the alignment: each of the \( L \) columns corresponds to one of the positions within the alignment. The elements of the matrix are, \( n_{i,j} \), the number of times that letter \( i \) is observed at position \( j \). Alternatively, the matrix could contain the frequencies, \( f_{i,j} = n_{i,j}/N \), where \( N \) is the total number of sequences being summarized in the matrix (i.e., \( N = \sum_{i=1}^{A} n_{i,j} \)).

Each letter \( i \) is assumed to occur with some \textit{a priori} probability \( p_i \) such that \( \sum_{i=1}^{A} p_i = 1 \). These \textit{a priori} probabilities might be determined from the observed frequencies in the particular data set being analyzed or from some other model. For example, the \textit{a priori} probabilities in the case of a DNA alignment might be the genomic frequencies of the nucleotide
bases. Since each position of the alignment is considered independent, the overall probability of the alignment matrix is the product of the multinomial probability for each column. Therefore, the probability $P_{\text{matrix}}$ of the alignment matrix is

$$P_{\text{matrix}} = \prod_{j=1}^{L} \left[ \frac{N!}{\prod_{i=1}^{A} n_{i,j}!} \prod_{i=1}^{A} p_{i}^{n_{i,j}} \right].$$  (1)

We refer to the following formula as the information content of an alignment matrix:

$$I_{\text{matrix}} = \sum_{j=1}^{L} \sum_{i=1}^{A} f_{i,j} \ln \frac{f_{i,j}}{p_{i}}.$$  (2)

Equation 2 is a measure of the distance from the center of the distribution where $f_{i,j} = p_{i}$. When $f_{i,j} = p_{i}$, the distance is at a minimum and equals zero. The distance is maximized when the least expected letter occurs exclusively—i.e., $f_{m} = 1$ and $p_{m} \leq p_{i}$ for all values of $i$. This formula has gone by various names according to the perspective of those who have derived it. When multiplied by $-N$, this formula is the log-likelihood ratio for the multinomial distribution in equation 1. When motivated by information theory, this formula is called the Kullback-Leibler information [12] or relative entropy [7]. And, when derived from large-deviation principles, it is the large-deviation rate function for the distribution in equation 1 [5].

Our ultimate goal is to find the alignment with the greatest statistical significance, where the statistical significance is the inverse of the probability of observing an alignment having the observed information content or greater and having the observed width or less. When the information content is small and the number of sequences is large, $2NI$ tends to a chi-squared distribution since $-NI$ is a log-likelihood ratio. In the alignments described in this section, the degrees of freedom are $L(A-1)$. Unfortunately, our conditions generally involve very large scores and frequently few sequences; thus, the chi-squared distribution tends to give poor probability estimates. To improve our statistical significance estimates, we are approximating probabilities after offsetting and rescaling the information content so that the average information matches the average of the distribution and the maximum possible information has the correct statistical significance. This approach is based on Read and Cressie [15] who offset and stretched a log-likelihood ratio to match the average and the standard deviation of the chi-squared distribution.

On the other hand, it is the interpretation as the large-deviation rate function that has been particularly insightful for generalizing our model to account for insertions and deletions, which we discuss in the next section. For the types of probability distributions described in this paper, a large-deviation rate function $I(f_{i})$ is a function of all the frequencies and can be defined by the following formula [5]:

$$\text{Probability (} U \geq I(f_{i}) \geq \mathcal{L} \text{)} = f(N, \mathcal{L}, U) e^{-N\mathcal{L}},$$  (3)

where $\mathcal{L}$ is any value attainable by $I(f_{i})$, $U$ is any value greater than or equal to $\mathcal{L}$, and $f(N, \mathcal{L}, U)$ is a function that varies slowly relative to $N$ and the exponential, $e^{-N\mathcal{L}}$, such that

$$\lim_{N \to \infty} \frac{\ln f(N, \mathcal{L}, U)}{N} = 0.$$
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Figure 2: An example of a matrix summarizing a DNA sequence alignment containing gaps. On the top is an alignment of four sequences: the first and last are 6-mers, and the middle two are 4-mers. Below is a matrix whose first four rows contain the number of times—\( n_{i,j} \)—that the indicated letter is observed at the indicated position of this alignment, and whose last row contains the number of times—\( n_{-j} \)—that a gap is observed at the indicated position.

For simplicity of notation, we will indicate functions such as \( I \) without explicitly indicating the dependence on the frequencies \( f_i \).

2.2 The Information Content for a Sequence Alignment Containing Gaps

In this section we describe an alignment model which contains gaps and in which each position of the alignment is considered to be independent. To develop an information formula for an alignment containing gaps, the set of aligned words is first summarized in an \((A+1)\times L\) matrix (e.g., Figure 2). This matrix differs from the one described in section 2.1 in that it contains an additional row whose elements, \( n_{-j} \), are the number of times that a gap occurs at position \( j \). In analogy with section 2.1, we define the frequencies \( f_{-j} = n_{-j}/N \) and \( f_{i,j} = n_{i,j}/N \), where \( N = n_{-j} + \sum_{i=1}^{A} n_{i,j} \).

If the gaps are ignored, the probability of such an \((A+1)\times L\) matrix is

\[
P_{\text{gap matrix}} = \prod_{j=1}^{L} \left[ \frac{(N - n_{-j})!}{\prod_{i=1}^{A} n_{i,j}!} \prod_{i=1}^{A} p_i^{n_{i,j}} \right]. \tag{4}
\]

However, because of the presence of gaps, there are

\[
M = \prod_{j=1}^{L} \left[ \frac{N!}{n_{-j}!(N - n_{-j})!} \right] \tag{5}
\]

alignments consistent with this matrix when all permutations of gaps within each column are considered. For a particular configuration of gaps, the average occurrence of a particular configuration of letters is

\[
A_{\text{gap matrix}} = MP_{\text{gap matrix}}. \tag{6}
\]

Large-deviation principles apply as \( N \) becomes infinitely large and, thus, probabilities such as \( P_{\text{gap matrix}} \) become infinitesimally small. Thus, \( A_{\text{gap matrix}} \) can also be considered the overall probability that at least one of these \( M \) alignments has the observed occurrences of letters found in the \((A+1)\times L\) matrix. The large-deviation rate function for \( A_{\text{gap matrix}} \) and, thus, the information content of the corresponding sequence alignment is

\[
I_{\text{gap matrix}} = \sum_{j=1}^{L} f_{-j} \ln f_{-j} + \sum_{i=1}^{A} f_{i,j} \ln \frac{f_{i,j}}{p_i}. \tag{7}
\]
This last equation—a statistical basis for scoring a sequence alignment containing gaps due to insertions and deletions—is the most important conclusion of this paper.

Notice that the formula for $I_{\text{matrix}}$ (equation 2) can be derived from the formula for $I_{\text{gap matrix}}$ (equation 7) by setting $f_{i,j} = 0$ because $\lim_{f \to 0} f \log_2 f = 0$. Also notice that any column in which $f_{i,j} = 1$ (i.e., the corresponding position never contains any letters) contributes nothing to the overall value of $I_{\text{gap matrix}}$. Thus, an infinite number of meaningless positions containing only gaps can be added to any alignment without increasing the information.

$I_{\text{gap matrix}}$ is maximized under the same conditions as $I_{\text{matrix}}$—i.e., when the least expected letter occurs exclusively. $I_{\text{gap matrix}}$ equals $-L \ln 2$ and is minimized when there is an equal probability of finding a letter or a gap at each position, and the letters occur in proportion to their $\text{a priori}$ probabilities—i.e., $f_{i,j} = 1/2$ and $f_{i,j} = p_i/2$ for all values of $i$. However, in practice, the minimum of $I_{\text{gap matrix}}$ is 0 because one can generally pick an alignment having no gaps.

Finally, to complete our derivation of the information content of an alignment containing gaps, we need a way to calculate the statistical significance of the information score. For each column of an alignment, the number of gaps can vary from zero to $N$. Thus, there are $(N + 1)^L$ possible configurations of gaps in an alignment having a width of $L$. These configurations vary from one that contains no gaps to one that contains only gaps. If the width $L$ of the alignment is small relative to the length of the sequences being aligned, then each configuration essentially occurs proportionally to its corresponding value of $M$ (equation 5). Thus, we define the overall statistical significance of $I_{\text{gap matrix}}$ as the inverse of the sum of the average occurrence of a score greater than or equal to $I_{\text{gap matrix}}$ over all the $(N + 1)^L$ configurations due to gaps. To calculate this overall statistical significance, we consider the probability distribution of

$$P = \prod_{j=1}^{L} \left[ \frac{N!}{n_{-j}! \prod_{i=1}^{A} n_{i,j}!} \right] \frac{(1/2)^{n_{-j}}}{\prod_{i=1}^{A} (p_i/2)^{n_{i,j}}}$$

and its large-deviation rate function of

$$I = I_{\text{gap matrix}} + L \ln 2$$

where $I_{\text{gap matrix}}$ is defined in equation 7. The overall statistical significance of $I_{\text{gap matrix}}$ is equal to the inverse of the product of $2^{NL}$ and the probability of a large-deviation rate function greater than or equal to $(I_{\text{gap matrix}} + L \ln 2)$ based on the probability distribution in equation 8. We calculate this probability as described in section 2.1 by offsetting and rescaling the large-deviation rate function so that its average value matches the average of the distribution and its maximum possible value has the correct statistical significance.

### 2.3 Information Content Incorporating Correlations

In this section we describe a model which includes correlations between the positions of the alignment—i.e., the positions are not considered to be independent. We will limit our discussion to correlations between adjacent positions of the alignment and consider only
correlations between gaps and letters without distinguishing the individual letters. This model (Figure 3) adds four additional rows to the alignment matrix described in section 2.2. The additional rows are: $n_{ll,j}$, the number of occurrences of a letter at position $j$ having followed a letter at position $j - 1$; $n_{l,j}$, the number of occurrences of a letter at position $j$ having followed a gap at position $j - 1$; $n_{g,j}$, the number of occurrences of a gap at position $j$ having followed a letter at position $j - 1$; and $n_{g,j}$, the number of occurrences of a gap at position $j$ having followed a gap at position $j - 1$. This model adds one additional degree of freedom to each column, but only adds $(L-1)$ additional degrees of freedom to the statistical model because the first column has no preceding correlations.

Analogous to the previous section, the large-deviation rate function and, thus, the information content of the corresponding sequence alignment is

$$I_{\text{cor matrix}} = I_{\text{gap matrix}} + \sum_{j=2}^{L} \left[ \sum_{k=l,-} \sum_{i=l,-} f_{ki,j} \ln \frac{f_{ki,j}}{f_{k,j-1}f_{i,j}} \right].$$

(10)

where $f_{ki,j} = n_{ki,j}/N$, and $I_{\text{gap matrix}}$ is defined in equation 7.

The correlation component on the right of equation 10 is called mutual information [7]. Mutual information is always non-negative; however, the maximum possible information is not increased over its value in the absence of correlation, because the correlation information goes to zero when $I_{\text{gap matrix}}$ is at its maximum value—i.e., when there is no variability in one of the corresponding positions of the alignment. Statistical significance is calculated similarly as in the previous section except that $I_{\text{cor matrix}}$ is substituted for $I_{\text{gap matrix}}$ and the degrees of freedom increase by $(L-1)$.

In biological sequence alignments, it is frequently desirable to cluster gaps in adjacent positions within an alignment rather than spreading the same number of gaps throughout that alignment. Both formulas 7 and 10 are increased by clustering gaps within fewer columns. However, only formula 10 is increased by clustering gaps into adjacent positions because the necessary information involves correlations between different positions of the
alignment. In section 4, we describe an algorithm that uses both of these two formulas for determining local alignments in unaligned sequences.

This model can easily be generalized to account for correlations between individual letters; however, such a model would add \((L-1)A^2\) additional degrees of freedom rather than just \((L-1)\). Such an expanded correlation model can be further generalized to account for non-adjacent correlations, such as necessary for describing the secondary and tertiary structures of RNA; however, determining such alignments is more difficult.

### 2.4 Information Formulas for Finite Sequence Lengths

So far we have assumed that the letters observed at a position of an alignment do not affect the expectation at any other position the alignment. This assumption is essentially true if the \textit{a priori} probabilities are based on the large amount of sequence observed in an organism, and is exactly true if the sequences are derived from a randomized \emph{in vitro} synthesis. However, if the \textit{a priori} probabilities are based on the observed frequencies in the finite data set being aligned, a hypergeometric distribution is a more accurate way of modeling an alignment rather than a multinomial distribution. Let \(N_i\) be the total occurrences of letter \(i\) in all the sequences, let \(N_o\) be the total sum of all the letters outside the region of alignment, and let \(N_{i,o}\) be the total occurrences of letter \(i\) outside the region of alignment. The remaining variables are defined as in section 2.2. The information content corresponding to the hypergeometric model of a sequence alignment—ignoring correlations—is

\[
I_{\text{finite matrix}} = \frac{A}{N} \sum_{i=1}^{A} \frac{N_{i,o}}{N} \ln \frac{N_{i,o}}{N_o} p_i + I_{\text{gap matrix}}
\]

\[
= \frac{A}{N} \sum_{i=1}^{A} \frac{N_{i,o}}{N} \ln \frac{N_{i,o}}{N_o} + \sum_{j=1}^{L} \left[ \sum_{i=1}^{A} f_{i,j} \ln f_{i,j} + \sum_{i=1}^{A} f_{i,j} \ln f_{i,j} \right] - \frac{A}{N} \sum_{i=1}^{A} \frac{N_i}{N} \ln p_i. \tag{12}
\]

The summation in equation 11 accounts for the information outside the region of alignment. If the region of alignment is small compared to the overall length of the sequences, then this extra information will likely be close to zero and \(I_{\text{finite matrix}}\) and \(I_{\text{gap matrix}}\) will be nearly the same if the \textit{a priori} probabilities are taken to be the observed frequencies in the data set. In the other extreme, if the alignment is a global alignment, there will be no letters outside the alignment and \(I_{\text{finite matrix}}\) and \(I_{\text{gap matrix}}\) will be exactly the same. If correlations are included, \(I_{\text{cor matrix}}\) would substitute for \(I_{\text{gap matrix}}\).

Equation 12 emphasizes that the contribution of the observed overall frequencies—the last summation in equation 12—does not vary as a function of the particular alignment. Thus, \(I_{\text{finite matrix}}\) is essentially the same scoring formula used by Lawrence and Reilly [13] in their expectation-maximization alignment algorithm, except that those authors excluded the constant and gap portions of equation 12. Similarly, if the constant component is excluded, \(I_{\text{finite matrix}}\) with the addition of correlation information—i.e., the summation in equation 10—corresponds to the hidden markov models that have recently been used for determining sequence alignments [2, 11].

Calculating the statistical significance of equation 11 is somewhat different from calculating the significance of scores derived from the multinomial distribution. The details of
the calculation vary depending on whether the alignment is global or local. It is also more
difficult to determine the maximum information and its significance, quantities we use for
determining how to offset and rescale the information score to better fit the chi-squared
distribution. In the remainder of this paper, we limit ourselves to alignment models that
are based on the multinomial distributions discussed in the previous sections.

3 Relationship between Information and the Occurrence of a Pattern

Explicit in our definitions of information is that the higher the information of a sequence
alignment, the rarer and, presumably, the more interesting the pattern described by the
alignment. The following theorems link the mathematical definitions in equations 2, 7,
and 10 with a more intuitive sense of the information of a sequence alignment. For simplicity,
we will not mention correlations in the following discussion, but identical properties are true
in their presence based on identical arguments. Our initial discussion in this section will be
limited to alignments not containing gaps.

Theorem: There are a total of $A^L$ different sequences of length $L$; however, the set of L-
mers contained within an alignment generally has representatives from only a small fraction
of the possible sequences. We assume that the a priori probability of a sequence is the
product of the a priori probabilities of its component letters. If the sequences represented
in a set of aligned L-mers occur within the set in proportion to their a priori probabilities,
$e^{-I_{matrix}}$ will be the upper limit to the a priori probability that an arbitrary L-mer has the
same sequence as one of the L-mers contained in the alignment (e.g., Figure 4). Thus, the
higher the information content, the lower will be this probability, and the more rarely will
an arbitrary L-mer be expected to match a sequence contained in the alignment.

For each position in a sequence alignment, a letter can be considered permissible or not
permissible. When the sequences represented in the alignment include every combination
of permissible letters, a consensus sequence will be an exact description of the pattern
described by the alignment. For example, the DNA recognition sequence of the restriction
endonuclease HincII is GTYRAC (Y = C or T; R = A or G). The four recognition sequences
described by the consensus are each recognized by the enzyme and are the only sequences
recognized by the enzyme. Under these latter conditions, $e^{-I_{matrix}}$ equals the probability
that an arbitrary L-mer matches one of the sequences represented in the alignment (e.g.,
Figure 4A).

With some modifications of the terminology, the theorem just discussed generalizes to
alignments containing gaps. There are an infinite number of possible sequences when there
is no restriction on word length; hence, an arbitrary word may match more than one of the
sequences represented in the alignment. For example, if the sequences “AB” and “ABC” are
represented in a alignment, the word “ABC” will match both sequences. To accommodate
this redundancy, we will refer to averages rather than to probabilities.
$e^{-I} = e^{-2.77} = P_1 + P_2 + P_3 + P_4$

$e^{-I} = e^{-2.89} > e^{-3.06} = P_1 + P_2 + P_3$

$e^{-I} = e^{-2.77} > e^{-3.47} = P_1 + P_2$

Figure 4: Examples of the relationship between $e^{-I}$ and the probability that a random trimer will have the same sequence as one of the trimers summarized in a matrix. An equiprobable DNA alphabet is being used; thus, each letter will have an a priori probability of $0.25 = e^{-1.39}$, and each trimer will have an expected frequency, $P_k$, of $0.25^3 = e^{-4.16}$. Each example corresponds to a pattern that can be summarized with the consensus sequence “A/C G A/T.” The matrices contain the frequencies—$f_{i,j}$—that the indicated letter is observed at the indicated position of the alignment. (A) An alignment of all four combinations of the permissible letters indicated in the consensus sequence. The consensus sequence and the matrix are both exact descriptions of the pattern, and $e^{-I}$ equals the sum of the probabilities. (B) An alignment of three different sequences. Not all combinations of the permissible letters indicated in the consensus sequence and shown in A are represented in the alignment. The matrix is a more informative description of the pattern than the consensus sequence; however, there is a 19% difference between the sum of the probabilities and the upper limit indicated by the information content. (C) An alignment of two different sequences. This is an extreme example in which there is complete correlation between the first and third positions of the pattern. Both the consensus sequence and the matrix do an equally poor job of describing the pattern. There is a 2-fold difference between the sum of the probabilities and the upper limit indicated by the information content.
**Theorem generalized for gaps:** If the sequences represented in a set of aligned words occur within the set in proportion to their *a priori* probabilities, $e^{-I_{\text{gap}} \text{matrix}}$ will be the upper limit to the *a priori* average number of ways that an arbitrary word will match the sequences of the words contained in the alignment. If no sequence represented in the alignment is a prefix of another, then $e^{-I_{\text{gap}} \text{matrix}}$ can also be interpreted as the upper limit to the probability of a match.

When the average is $\ll 1$, the distinction between the average number of matches and the probability of a match will likely be very small. $e^{-I_{\text{gap}} \text{matrix}}$ equals the average number of matches if the sequences represented in the alignment include every combination of permissible letters and gaps, and no two combinations generate the same sequence.

### 4 Algorithms for Determining the Alignment Having the Optimum Information Content

The main concern of this paper is in determining information formulas for scoring alignments, especially those containing gaps. Up to now we have shown the justifications for using equations 2, 7, and 10 for this purpose. However, our goal is also to apply these formulas to identify optimal alignments and determine consensus patterns describing a functional relationship. Thus, to determine the usefulness of these information formulas, we have developed programs that determine a local alignment of a set of sequences by trying to optimize a biased information content of the alignment. Algorithms that determine *local alignments* align sequence regions having a high localized similarity. This is in contrast to algorithms that determine *global alignments* and that align sequences from end to end. Other alignment algorithms besides the one described below could also use the same information formulas to rank different alignments.

#### 4.1 Biasing the Information Score

A property of the information formulas is that they are always non-negative, when an alignment does not contain gaps. However, for our local alignment algorithm to determine the width of an alignment pattern, we need the score to be negative on average—even in the absence of gaps—so that an interesting alignment can appear as a region of positive information [18, 23]. Therefore, from each position of an alignment, we subtract two biases.

The first bias is the average information score—in the absence of gaps—expected from a collection of $N$ letters occurring with the designated *a priori* probabilities, where $N$ is the number of sequences in the alignment. This correction causes the score expected of an arbitrary alignment to equal zero. We also subtract this first bias to approximate the information content of the corresponding pattern as the number of sequences in the alignment goes to infinity [17]. In this latter context, we call this biased information content the *sample-size adjusted information content*, and we use this adjusted information when we want to apply the theorems in section 3.

The second bias subtracted from each position is some multiple of the standard deviation of the information score—in the absence of gaps—expected from a collection of $N$ letters.
occurring with the designated a priori probabilities. Subtraction of this second component is what causes the expected alignment score to be less than zero. The number of standard deviations to subtract should not be the same for all alignments. We try a range of values—such as 1, 1.5, and 2—and then compare the various alignments identified according to an estimate of their statistical significance (described in the next section) or according to empirical constraints. Our standard-deviation bias, which is a simple multiple of the alignment’s width, should not be confused with the standard deviation of the information content, which is a multiple of the square root of the alignment’s width. This difference partially accounts for why we must try a range of standard-deviation biases.

4.2 Determining Statistical Significance

Our ultimate goal is to find the alignment with the greatest statistical significance or, otherwise, satisfies known constraints. We have discussed throughout section 2 how we estimate the statistical significance of an individual alignment. However, to obtain the ultimate statistical significance, the significance for an individual alignment needs to be divided by the huge number of possible alignments that are generally available because of the different starting points available within each sequence for initiating the alignment. For example, if we have aligned 10 sequences, each 100 bases long, there are at most $100^{10}$ possible combinations having a single contribution from each sequence. On the other hand, there are at most $1000!/(1000 - N)!/N!$ combinations containing exactly $N$ sequences when each sequence may contribute zero or more times to the alignment. These approximations should be sufficient as long as the width of the alignment is small relative to the overall length of each sequence.

4.3 The alignment algorithms

We previously described a greedy alignment algorithm that did not permit gaps and required that the user set the width of the expected alignment [10, 21]. This original algorithm was dependent on the order with which the sequences were presented to the program. We have since modified this original algorithm so that it is essentially order independent. In this section, we describe two related algorithms that determine the width of the alignment while trying to maximize the biased information content of an alignment containing a single contribution from each sequence. One algorithm does not permit gaps and the other does. The algorithm that permits gaps can score using either formula 7 or 10. We will describe both these algorithms together and then indicate their significant differences. As with all common multiple alignment algorithms, our approach is a compromise between the need to keep the alignment algorithms computationally practical and the desire to obtain the mathematically optimum alignment.

Initially, all possible pairwise alignments of the individual sequences are determined so as to maximize the biased information content. The pairwise alignments are ranked according to their biased information content, and some user-determined number of the highest scoring alignments are saved. Each saved alignment is completed by aligning the sequence ends not included in the local alignment, since these end regions might become incorporated into the local alignment as additional sequences are added into the alignment.
Each alignment saved from the previous step is then paired with each sequence not already contained in the alignment, and the two are aligned to form a new alignment containing an additional sequence. The alignments are scored according to the change in the biased information content resulting from aligning the additional sequence with the previously aligned sequences. Thus, each new alignment has the maximum possible biased information content that is consistent with the previously aligned sequences being held constant relative to each other. Once again, the user-determined number of alignments having the highest biased information content is saved, and the excluded ends of these saved alignments are aligned. Whenever two alignments appear to be identical, only one of the two alignments is saved. The procedure described in the current paragraph is repeated until each sequence has been incorporated into a final alignment.

There are three major differences between the algorithm that allows gaps and the algorithm that does not. First, the alignments that can have gaps are determined using dynamic programming [18]. The alignments that do not permit gaps are determined more directly. Second, when gaps are permitted, only the highest scoring alignment is determined during the alignment procedure. When gaps are not permitted, all the possible alignments are determined and considered for saving. However, there are straightforward ways to determine sub-optimal alignments even when gaps are permitted [24] that we might incorporate in the future. Third, when gaps are permitted, each alignment containing more than two sequences is refined by removing one of the sequences from the alignment and realigning that sequence with the rest of the alignment (similar to Barton and Sternberg [3]). This refinement is sequentially repeated with each sequence in the alignment until the biased information content of the alignment stops increasing. Such a refinement could also be easily added to the alignment algorithm that does not permit gaps.

A variant of the above algorithms allows each sequence to contribute zero or more words to each alignment. Each position of each sequence is permitted to contribute to the same alignment position at most once. With this algorithm, the user needs to determine the maximum number of sequences in each alignment. However, the best alignment is generally determined by maximizing the statistical significance described in section 4.2. This criteria adjusts for the number of sequences in the alignment so that alignments containing differing numbers of sequences can be compared.

5 Aligning LexA Binding sites

The local alignment program that did not permit gaps was tested on a collection of DNA sequences containing binding sites for the *E. coli* LexA protein. LexA represses the transcription of the genes involved in the SOS response, an inducible system for repair of bacterial DNA damage. LexA represses transcription of the SOS genes—including itself—by binding to DNA near the RNA start site. These binding sites had previously been analyzed with our program that required the presumed width of the binding site to be supplied by the user [10].

Our analysis included 10 promoter sequences, each 200 base-pairs long, having one or more binding sites for the LexA repressor. The program was set to allow each strand of each DNA sequence to contribute zero or more binding sites. The *a priori* frequencies were
assumed to be the observed frequencies of 30% A and T and 20% of G and C, which worked better than the genomic frequencies of 25% for each base when each strand was not required to have exactly one binding site.

The goal was to identify the alignment having the greatest overall statistical significance—i.e., the smallest predicted frequency as described in section 4.2. The greatest overall significance occurred when the bias was set to either 1 or 1.5 standard deviations (section 4.1) and the pattern contained 26 binding sites. This pattern contains both strands of all 12 lexA binding sites that have been identified in the literature on the 10 sequences being analyzed, plus an additional site that is adjacent to a known site and was suspected in our previous analysis [10].

The optimal alignment was a 24 bp symmetrical pattern having a sample-size adjusted information content (defined in section 4.1) of $13.8$, indicating the pattern occurs less than once every $e^{13.8} = 1 \times 10^6$ bases—according to the theorem in section 3—or once every $1 \times 10^6$ base pairs since the pattern is symmetrical. Sequence words contained in the alignment were scored against the pattern as described in Hertz et al. [10]. The score of the lowest scoring sequence was calculated [19] to occur once every $3 \times 10^5$ bp in a genome having a priori probabilities of 30% A and T and 20% of G and C, or once every $2 \times 10^6$ bp in a genome having equiprobable a priori probabilities like the actual E. coli genome. Thus, the alignment pattern should be excellent at discriminating LexA binding sites from the rest of the E. coli genome.

We also repeated the alignment of the ten LexA-binding sequences in the presence of a randomized version of each sequence so that there were a total of twenty 200 base pair sequences. The resulting alignment was the same as obtained without the random sequences, except that one of the random sequences contributed both strands of an additional site so that the alignment contained 28 sequences rather than 26.

### Aligning E. coli Promoter Sequences

The local alignment program was tested on a set of E. coli transcriptional promoters obtained from Harley and Reynolds [9]. The standard model of the E. coli promoter is centered around two sequence elements, each 6 bases long, which are referred to as the −10 and −35 regions because of their approximate distances upstream of the transcriptional start site. The spacing between the two elements is usually $17 \pm 1$ bases, but can range from 15 to 21 bases [9]. We aligned 110 of the 231 promoter sequences in the data set.

The E. coli promoter is expected to occur fairly frequently, perhaps once every 1000 base pairs, which corresponds to once every 2000 bases since the promoter is not symmetrical. Therefore, the information content of a pattern having a useful predictive ability is expected to be at least $\ln 2000 = 7.6$. The published alignment of these 110 sequences had a sample-size adjusted information content (defined in section 4.1) of $\ln 312 = 5.7$ (based on equation 10) in a region extending from 10 bases upstream of the −35 region through the −10 region. The extent of this region was based on an inspection of where the published alignment had significant concentrations of information. Thus, the information content of the published alignment seems low relative to the expected occurrence of promoters in the E. coli genome.
Because the *E. coli* promoter is so degenerate, we used as much prior knowledge as possible in determining our alignment. We assumed that each sequence only contained a single promoter, and that the *a priori* nucleotide frequencies were 25% for each base, since that is the frequency observed in *E. coli*. We also forced the alignment of the transcriptional initiation sites. We excluded information from adjacent gap-letter correlations, because preliminary results indicated that including such correlations cause peculiar alignments with large regions of gaps that are not consistent with our understanding of how proteins interact with DNA. Gap-letter correlations would probably be more useful with protein alignments where loops having very variable lengths are completely reasonable and expected. Since DNA is relatively rigid over the distances we are considering, large stretches of gaps are probably not reasonable in this example. Unfortunately, when biased by 1.5 standard deviations, our program achieved essentially the same sample-size adjusted information content as the published alignment within the same region. The information content is lowered by 0.4 when the alignment is extended through the position following the transcriptional initiation site because of the need to have gaps between the −10 region and the start site of transcription.

In a review of 107 bacterial promoters by Collado-Vides *et al.* [6], it was observed that 45% of the promoters are associated with upstream activators. Thus, perhaps the generic promoter is very non-specific, and the apparent greater specificity is the result of the interactions with specific activators. To avoid the complexities introduced by promoters that require activators, we aligned 18 promoters that were not activatable according to this review. When the standard deviation bias was set to 1.5, the resulting alignment pattern went from the beginning of the −35 region through the second transcribed position and had a sample-size adjusted information content of 9.0. Thus, this pattern would be expected to occur once every \( e^{9/2} = 4000 \) base pairs—a reasonable frequency for a pattern describing 55% of the *E. coli* promoters.

As a control, we also aligned a set of 18 promoters containing 10 of the non-activatable promoters and 8 activatable promoters. As expected, the alignment of this mixed set of promoters had a smaller sample-size adjusted information content of 7.1, even though this alignment extended an additional 6 positions upstream of the −35 region. However, this mixed set of 18 promoters still aligned with a higher information content than the alignment of the 110 sequences. This difference may simply be an artifact of the different sizes of the two data sets, or may reflect additional differences between the quality of the two sets.

Thus, much of the difficulty in identifying *E. coli* promoters appears to be due to the requirement for auxiliary activators for approximately half of the promoters. An alignment of all 59 non-activatable promoters listed in Collado-Vides *et al.* [6] would be useful because a set of only 18 promoters is more susceptible to chance fluctuations. For example, the width of this smaller data set was much more influenced by the value of the standard deviation bias than was the larger data set of 110 promoters.

### 7 Conclusion

Information content (equation 2) has been very useful for analyzing alignments of DNA sequences [4, 10, 20, 21]. However, one of its major drawbacks has been its failure to allow for insertions and deletions in sequence alignments. We have now extended the formula for
information content to allow for these. The formula we previously used (equation 2) can be interpreted as a special case of the extended formulas (equations 7 and 10). As shown in the previous sections, all these information formulas share analogous properties. They are each the large-deviation rate function for the probability of an alignment, and they are similarly related to the occurrence that a random sequence will match the pattern described by the corresponding frequency matrix (section 3). In section 2.3, we explain how more complicated models that incorporate correlations can be developed. Specifically, equation 10 incorporates adjacent correlation between gaps and letters so that the information is increased by clustering gaps into adjacent columns.

We have developed algorithms that use the various information formulas (equations 2, 7, and 10) to determine regions of local alignment and, thus, derive biologically meaningful patterns. We have generally applied these alignment algorithms to the identification of the DNA binding sites of proteins; however, these algorithms can also be applied to protein motifs and RNA sequences. In this paper, we apply our techniques to identify the binding sites of the E. coli repressor protein LexA and patterns describing E. coli promoters.

A limitation of the current information formulas is their inability to incorporate pairwise letter biases such as contained in the amino-acid mutational distance matrix of Dayhoff et al. [8]. This limitation has restricted the value of our programs in aligning protein sequences, although this might not be a problem with a large data set (for example see Krogh et al. [11]). We are considering methods for adapting the information formulas to account for pairwise biases.

Past scoring schemes for comparing sequence alignments were based on intuitive ideas of how to penalize gaps. The formulas presented in this paper (equations 7 and 10) represent an alternative approach in which the penalty is a function of the specific alignment. We are currently using this formula to develop algorithms for aligning multiple, functionally related, nucleic-acid and protein sequences. Current results indicate that this scoring scheme is indeed successful in comparing different multiple alignments. We expect the scoring schemes and formalisms presented in this paper to have a wide application to other alignment algorithms.
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