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Abstract
We have examined the utility of a graph-theoretic algorithm for building comparative RNA models. The method uses a maximum weighted matching algorithm to find the optimal set of base-pairs given the mutual information for all pairs of alignment positions. In all cases examined, the technique generated models similar to those based on conventional comparative analysis. Any set of pairwise interactions can be suggested including pseudoknots. Here we describe the details of the method and demonstrate its implementation on tRNA where many secondary and tertiary base-pairs are accurately predicted. We also examine the usefulness of the method for the identification of shared structural features in families of RNAs isolated by artificial selection methods such as SELEX.

Introduction
Phylogenetic models of RNA secondary structure have provided a useful source of insight to the folding of structural RNAs. Indeed, for tRNA, the single case where crystallographic data is available, the phylogenetic model proved to be a highly accurate predictor of the secondary structure (Holley et al. 1965; Sussman & Kim 1976). The accuracy of comparative models arise in part from the evolutionary conservation of base interactions rather than absolute sequence (Noller 1984). Compensating base changes allow the evolutionary conservation of important interactions. Examining pairs of positions in a multiple sequence alignment reveals sites of compensating base changes. Sites that co-vary are likely to form interactions such as Watson-Crick base-pairs.

Many comparative models have been built by hand using manually aligned sequences and visual inspection (Holley et al. 1965; Fox & Woese 1975; Noller 1984). Recently, computational approaches have been applied to aid in both sequence alignment and the identification of consensus secondary structures (Altman 1983; Chiu & Kolodziejczak 1991; Eddy & Durbin 1994; Gutell et al. 1992; Klinger & Brutlag 1993; Sakakibara et al. 1994; Searls 1993). One quantitative approach is based on the calculation of the mutual information (MI) for two positions in a sequence alignment (Chiu & Kolodziejczak 1991; Gutell et al. 1992). The result is a measure of the covariance of two positions. MI analysis can be applied to an entire sequence, generating an exhaustive list of all possible position pairs and their associated MI.

Previous reports have described the use of filtered MI data sets to identify position pairs likely to interact. Filters are usually designed to reduce the data set size by removing positions for which MI values are below an arbitrary threshold or fail to be one of the few best scores for a given position. The filtered data is then used to manually build a model. This approach neglects a number of important considerations. Mutually exclusive helices may be indicated by the data. Manual data analysis leaves the resolution of helix conflicts up to the judgment of the researcher, neglecting the possible global consequences on the model. Additionally, long range interactions and complex structures such as pseudoknots may be difficult to decipher manually. The only reported example of automated covariance modeling depends on the use of a dynamic programming algorithm which is unable to describe pseudoknots (Eddy & Durbin 1994).

The limitations of current comparative analysis techniques leads to the question, does there exist an efficient method to find all favorable position pairs such that a globally optimum model will result? If so, does such a method yield a useful model? To address these questions, we have examined the feasibility of automating the process of building models from MI data. Automation is based on the assumption that the best model will be described by that subset of non-conflicting interactions which gives the greatest sum of MI. Finding those base-pairs that result in the greatest global sum of MI is a problem that can be solved in \(O(N^2)\) time by the application of a well known graph-theoretic algorithm.

Graph-Theoretic RNA Modeling

By constructing a graph to represent a sequence alignment and associated pairwise MI, it is possible to
find that set of non-conflicting base-pairs which has the highest summed MI. To understand the approach employed we must first consider some simple graph-theoretic concepts and their application to RNA modeling. A graph is composed of vertices and edges, or lines, connecting vertex pairs. We define a graph as $G(V, E)$ where $V$ is the set of vertices and $E$ the set of edges in graph $G$. We wish to represent a sequence alignment and pairwise MI as a graph. This representation is constructed by defining each position of a multiple sequence alignment as a vertex in $V$. An edge, $E(i, j)$, is defined as the edge incident to vertices $i$ and $j$. Two vertices connected by an edge are said to be adjacent. In our graphical representation of sequence alignment and MI, there exists an edge for every vertex pair to represent the MI for every position pair. This results in a dense or complete graph where any two vertices are adjacent. We assign the MI associated with position pair $(i, j)$ to edge $E(i, j)$ as weight $W_{ij}$. Figure 1 shows an example sequence alignment and representative graph.

The pairwise matching of bases in secondary or tertiary base-pairs disallows simultaneous interaction with other bases. This strict pairwise interaction correlates conveniently with the graph-theoretic concept of a matching. Using the same graph as described above, $G(V, E)$, a subset $M \subseteq E$ is a matching if no two edges in $M$ are incident to the same vertex. Any RNA model that describes secondary and tertiary base-pairs is essentially a matching. In other words, just as no two base-pairs in an RNA model share a base, no two edges in a matching share a vertex. Thus, a matching on a graph that represents a RNA sequence alignment is a model of base-pairings.

We are now left with the finding that a matching can be used to describe a RNA model. However, the particular model that we require is the one described by the set of base-pairs with the greatest sum of MI. This model corresponds to the special matching on our sequence/MI graph known as the maximum weighted matching. A maximum weighted matching (MWM) is a matching for which the sum of the edge weights is maximum. It can easily be seen that the maximum weighted matching on the graph constructed as described, using MI values as edges weights, corresponds to a model composed of those base-pairs that give the greatest sum of MI. Finding a maximum weighted matching on a graph is a classic graph-theoretic problem that can be solved in $O(N^3)$ time by an algorithm due to Gabow (Gabow 1973; 1976).

Here we show that the application of Gabow's MWM algorithm to sequence alignment graphs builds RNA comparative models well suited for use in predicting secondary and tertiary base-pairings. Unlike approaches described previously which use dynamic programming or stochastic context-free grammars (Eddy & Durbin 1994; Nussinov & Jacobson 1980; Sakakibara et al. 1994; Sears 1993), the MWM approach does not disallow complex tertiary foldings such as pseudoknots. The method is demonstrated using an alignment of tRNAs where both secondary and tertiary base-pairs are accurately identified. We also demonstrate the approach on an alignment of synthetic RNAs isolated by in vitro selection for their ability to bind HIV-1 reverse transcriptase. The results indicate the technique is a useful means of identifying secondary and tertiary base-pairs when multiple sequences of conserved function are available.

**Figure 1.** An example of a sequence alignment represented as an undirected graph. The short nine nucleotide sequence alignment (A) can be represented as a graph with nine vertices (B), each vertex represents a position in the alignment. Each vertex is connected to all other vertices by lines known as edges. Each edge represents a possible position pair. The mutual information is calculated for every pair of positions and used as the weight associated with the edge representing the corresponding position pair. Here only a single representative weight ($W_{18}$ in part B) is shown. A weighted matching on the graph gives the set of edges whose weights are maximized subject to the constraint that no two edges share a vertex (C). The matching is used to determine the structural model (D).

**Methods**

**Data sets**

The tRNA gene sequence alignment was obtained via anonymous ftp (Steinberg, Misch, & Sprinzl 1993). Part one of the trna.com file was edited to remove mitochondrial gene sequences. Mitochondrial tRNA structure is poorly understood and the proper alignment of these sequences with other tRNAs is difficult to determine. The tRNA alignment as used contained 807 se-
quences. The 16S rRNA multiple sequence alignment was obtained from The Ribosomal Database Project (Maidak et al. 1994). Alignment formats were modified to allow use with the programs described below. The synthetic RNA data set was taken from Tuerk, MacDougal, & Gold 1992 and aligned manually.

**Calculation of MI values**

The mutual information in two positions \( x \) and \( y \) of a multiple sequence alignment is a log-likelihood ratio normalized by the number of sequences in the alignment. A calculation of the MI for all base pairs in a sequence alignment generates a half matrix, since the measure is symmetric. To determine the MI values for the alignments, we made use of a modified version of the previously described MIXY (Mutual Information of X and Y) program written by A. Power (Gutell et al. 1992). Higher MIXY values indicate a higher probability that two bases do not vary independently. MI was calculated, as previously described (Gutell et al. 1992), using entropy measures:

\[
M(x, y) = H(x) + H(y) - H(x, y)
\]

where \( M(x, y) \) is the mutual information of positions \( x \) and \( y \) in the alignment, \( H \) is the entropy measure \( H = -\sum f_i \ln f_i \), \( f_i \) is the frequency of base \( b \) (A, C, G, or U).

In some cases we examined the usefulness of subtracting a constant from the MI values. The constant used was based on the expected MI assuming independent variation. The calculations were made as follows:

\[
M'(x, y) = M(x, y) - \frac{\nu}{2N}
\]

where \( M'(x, y) \) is the corrected MI value for positions \( x \) and \( y \), \( M(x, y) \) is the MI value described in equation (1), \( \nu \) is the degrees of freedom, and \( N \) is the number of sequences in the alignment.

**Graph Construction and Matching**

To find the set of position pairs that gives the greatest sum of MI values, we designed a program to convert MIXY output into a graph description. The resulting graph can be used to find a MWM in \( O(N^2) \) time using an algorithm devised by Gabow (Gabow 1973; 1976). Graphs were defined such that each vertex represented a base in the RNA sequence. Edges were created for all vertex pairs (i.e. all position pairs) with the corresponding MI assigned as the edge weight (see Fig. 1). To find the MWM we used the wmatch program, an implementation of Gabow's maximum weighted matching algorithm, written by Ed Rothberg.

**Results and Discussion**

Initial tests of the MWM approach were carried out on an alignment of 807 tRNA gene sequences (Steinberg, Misch, & Sprinzl 1993). MI values were calculated for all possible position pairs using MIXY. MIXY output was converted into a graph description for finding the MWM. Weighted matching data was used to build a model such that each edge in the matching corresponded to a base-pair in the model. We compared the resulting model to the tRNA crystal structure to determine the extent to which a MWM is able to identify base-pairs given the MI comparative data (Fig. 2). The MWM predicted 25 of the 27 base-pairs present in the crystal structure (Sussman & Kim 1976; Huber et al. 1978).

A total of 35 position pairs were suggested by the MWM. Of the 10 position pairs suggested by the MWM but absent from the crystal structure, most appeared to be well founded in the context of the accepted model. For example, the tertiary base-pairs formed by bases 18:55 and 19:56 are in close proximity to the suggested base-pairs 17:59, 20:60 and 21:57. Another MWM suggested pairing is an extension of the anti-codon stem (28:44 to 31:39) to a C:A wobble pair at 32:38. The presence of this particular base-pair has been described in some crystallographic analyses (see Sussman & Kim 1976).

It should be noted that compensating base changes could maintain critical aspects of tRNA structure unrelated to the formation of base-pairs and other direct interactions. The interpretation of comparative models must consider the array of constraints that might be represented by covariance relationships. Determining the exact nature of a covariance relationship is not possible based on comparative data alone. A number of the suggestions made by the MWM model could reflect indirect interactions. In particular the 36:37 interaction is likely to reflect anticodon-loop interactions that may be responsible for the effects which have led to the extended anticodon hypothesis (Varus 1982). Other factors are likely at play for the interaction between the anticodon and the acceptor stem (35:73). This covariance probably reflects the involvement of position 73 and the anticodon in determining recognition by aminoacyl-tRNA synthetases (for review see Saks, Sampson, & Abelson 1994).

In some cases, the MWM appears to generate erroneous suggestions due to the constraints of the matching. For example, the three base triples identified in the crystal structure pose a problem for the MWM which allows only pairwise associations. The base triple 9:12:23 is identified by the MWM as base-pair 12:23 while position 9 is erroneously paired with position 45. Similar situations arise for the other two base triples (see Fig. 2).

The remaining unexpected position pairings result from more serious limitations of comparative analysis. For example, position 18 is unpaired in the MWM model while in the crystal structure 18 forms a tertiary base-pair with position 55. Similarly, position 58 is unpaired in the model though paired with position 54 in the crystal structure. The failure of the MWM to assign partners to positions 18 and 58 results from the
nearly invariant nature of these positions. Invariant positions do not contain M1 and are therefore ignored by the matching algorithm. In some instances positions are not strictly invariant but rather vary so infrequently that the M1 is too low to be included by the matching. This is an unavoidable consequence of the comparative approach, those positions that are strictly conserved fail to provide any comparative information.

The results from the trNA alignment were encouraging and suggested that MWM modeling may provide a means of rapidly extracting secondary and tertiary interactions from a sequence alignment. We were concerned however that the approach would be sensitive to the length of the sequence. To test the ability of a MWM to suggest a justifiable model given a sequence significantly longer than trNA, we examined the performance of the method on the entire 16S-rRNA. To overcome memory limitations we removed those edges with zero weight. The matching suggested the vast majority of the interactions involved in forming the helices of the currently accepted secondary structure (Gutell 1994). In some helices, all base-pairs were not suggested, but in the majority of helices all of the base-pairs indicated in the proposed secondary structure were suggested by the MWM. In addition, a number of additional long-range interactions were suggested (to be described elsewhere). Results from 16S-rRNA indicated that the method was adequately robust to build a reasonable model from a data set of over 3.4 million possible base-pairs. It should be noted that no base-pairing rules were imposed, rather base-pairs were generated solely on the basis of M1 content.

To examine the ability of the MWM algorithm to make useful predictions regarding the structure of small RNAs and where a limited number of sequences were available for alignment, we analyzed a set of oligonucleotides isolated using SELEX (Tuverk & Gold 1990). The short RNAs were isolated for their shared ability to bind to HIV-1 reverse transcriptase (Tuverk, Mac Dougall, & Gold 1992). The sequences have been described as sharing a pseudoknot structure. The consensus pseudoknot is formed by helices at alignment positions 10-13:32-35 and 21-25:46-50. The length of the helices varies between individual sequences but minimally contains 11-13:32-34 and 23-25:46-48. Eighteen sequences were aligned manually and processed to obtain a MWM. The data suggested two base-pairs of one pseudoknot stem (12-13:32-33) and six base-pairs of the second stem (20-25:46-51). These base-pair suggestions were the only set of interactions described by the model that formed consecutive base-pairs. The MWM failed to identify the position pair at 11:34, because it is invariant and therefore contains no M1. Although the base-pairs of the pseudoknot were the only suggestions describing helices, a large number of single base-pairs were suggested. The large number of base-pairs predicted by the MWM model led us to examine methods for reducing the incentives for the MWM algorithm to suggest relatively unlikely interactions.

The MWM algorithm attempts to maximize the sum of edge weights. This characteristic results in the addition of as many edges with positive weight as possible. Under the circumstances of our application to RNA modeling, it is favorable to avoid the addition of edges with relatively low M1. To address this issue we investigated the effects of negative edge weights on the MWM models. Negative edge weights were introduced by the subtraction of a constant from the M1 data. The constant used was based on the expected M1 of an independently varying position (2). We reasoned that half of the positions which varied randomly would fall below zero upon subtraction of the expected M1 value. M1 scores for the HIV-1 reverse transcriptase binding RNAs were adjusted by the subtraction of the expected M1 of a randomly varying position. Reapplying the MWM algorithm to the corrected data resulted in a model with fewer base-pair predictions. The new model suggested 22 interactions versus 27 interactions suggested by the original MWM model. The
effects on the pseudoknot prediction were minimal, indeed the only change was the elimination of a single base-pair at positions 20:51. The model derived from the modified data set predicted the pseudoknot while reducing the number of additional base-pair predictions. These findings suggest that the introduction of negative edge weights, by the subtraction of some reasonable constant, can have useful effects on the model proposed by the MWM. Of course the selection of the constant's value is somewhat arbitrary and only experiment with different values and their effects on the model will reveal the true usefulness of such an approach in general.

Concluding Remarks

The computation of an RNA model from mi data using the MWM algorithm is an efficient approach to comparative analysis that builds models in $O(N^3)$ time and space. The technique generates accurate suggestions for tRNA and rapidly finds all major helices of the 16S-rRNA model. The approach should be of substantial value for the analysis of both naturally occurring structural RNAs and families of synthetic RNAs artificially selected for shared characteristics.

Modifications to the approach could allow the detection of interactions disallowed by the constraints imposed by pairwise matchings. In the MWM tRNA model discussed above, a source of erroneous base-pair suggestions appeared to be the failure of the MWM to recognize non-pairwise interactions in the form of base-triples. By altering the matching algorithm to allow two edges adjacent to each vertex in the matching, base-triples would no longer be disallowed. So called 2-matchings could provide interesting suggestions for sites likely to participate in base-triples. We have developed a b-matching program and preliminary results indicate that 2-matchings can identify some base-triples as well as the secondary and tertiary base-pairs suggested by the MWM approach described above.

In some cases, a large number of interactions are proposed by the MWM algorithm. A statistical approach could be used to reduce the set of interactions to those most likely to be of interest. MI is a log-likelihood ratio normalized by the number of sequences in the alignment. This fact can be exploited to obtain a statistical measure of the significance two positions do not vary independently. Multiplication of the log-likelihood ratio by two conforms to a $\chi^2$ distribution from which significance may be assessed (see Gutell et al. 1992). Eliminating interactions falling below a user specified significance threshold would reduce the number of spurious suggestions made by the MWM algorithm.

One of the major short comings of the comparative approach is the failure to provide information regarding invariant positions. This is a true disadvantage for the analysis of highly conserved regions in molecules otherwise well suited for comparative analysis. Thermodynamic RNA modeling techniques, on the other hand, are unaffected by conserved regions. A significant difficulty with thermodynamic modeling, however, is the vast number of alternative structures that exist within 5-10% of the calculated free-energy minimum (Zuker 1989). Biologically relevant structures need not exist at the free-energy minimum but rather may be present in the large number of near optimal structures. The weaknesses of comparative analysis and thermodynamic modeling are largely complementary. A method that efficiently integrates comparative and thermodynamic modeling techniques should result in a more robust approach capable of modeling structures problematic for either approach alone. The general nature of the MWM algorithm may present an opportunity for the integration of the two disparate modeling approaches. Using edge weights containing comparative and thermodynamic information, the MWM algorithm could be employed to find the optimum structure based on the two forms of data. The use of comparative data should reduce the number of sites where thermodynamic information is employed to conserved regions. This would impose constraints determined by the more biologically relevant comparative information.

The MWM modeling method is a rapid and efficient approach to building comparative RNA models. It should be of use for both naturally occurring families of RNAs with conserved functions as well as for sets of synthetically generated RNAs isolated by in-vitro selection procedures. Unlike methods based on dynamic programming and stochastic context-free grammars, the MWM method does not disallow pseudoknots, a class of structures recognized as playing a role in defining important RNA structures (Gold et al. 1993). Extensions of the MWM approach to address current limitations of comparative analysis may provide more robust approaches to RNA modeling.
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